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continuous-time recurrent neural networks (CTRNN) (Beer, 1995; Blynel and Floreano,

2002; Di Paolo, 2003). As pointed out in section 3.4.2 on page 21, Berns and Sejnowski

use the result of the transfer function also to update the internal state of the STN

neurons. This internal state, usually a representation of the neuron membrane potential,

is therefore said to be equal to the output of the neuron, the firing rate.

As shown in the discrete update rule in equation 3.5 on page 24, the sigmoid function

is applied several times, as simplified in:

B(s) = σ (αB(s− 1) + β) (4.1)

B(s + 1) = σ (ασ (αB(s− 1) + β) + β) (4.2)

To investigate the effect of using an iterative sigmoidal update rule, two different rules

were applied in a Octave (Murphy, 1997) simulation, a function u(t) representing the

normal leaky integrator potential, while function v(t) represents the sigmoidal update

rule as in Berns and Sejnowski:
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where τ is the time constant, σ the sigmoid function 3.3 on page 24 with parameters

gain γ = 4 and bias β = 0.1 as in Berns and Sejnowski (1998). The implicit time step

is set to 1 second, and so the time constant is set to τ = 9, as a scaled up version of

the slow STN suggested by Berns and Sejnowski where τ = 90ms and ∆t = 10ms. The

input I(t) is zero except in time step 10 and 17 . . . 22, thus representing one short and

one long signal.

As shown in figure 4.10 on the next page, and discussed in section 2.4 on page 14,

the normal potential u(t) develops in a negative exponential way towards the current

input. Thus, the longer the input, the closer the potential gets to the input voltage.

The sigmoidal transfer function applied as σ(u(t)) normalises the neural output to

be in the range (0, 1), but the bias β = 0.1 shifts the neutral output to 0.4 instead of 0.5.

Other than that, the sigmoid output almost exactly traces the membrane potential. In

fact, if u(t) is shifted with +0.4, the two graphs will overlap except for the top around

t = 23.

However, for the case of the incrementally applied sigmoidal rule v(t), as described


