
evidenced by the error at time step 12. The ambiguity
associated with unit 2 is resolved by the differential
activations between the short and long STN units. More
complex sequences, typically of length greater than 10,
exceeded the model’s ability to reliably reproduce them.
More complex ambiguities also resulted in incorrect
reproductions.

The parameter sensitivity revealed that the model is
robust, but beyond certain limits various degradations
occurred. The ratio of STR/GP learning rates signi!cantly
affected performance. Decreasing the ratio to 1 resulted
in persistently high error signals because the STR pre-
diction was slow to learn, which in turn resulted in STN
weights that continued to increase longer. With persist-
ently increasing weights, the model lost the ability to
disambiguate the context of certain activity patterns,
yielding the sequence 1, 2, 5, 1, 2, 5, . . . . With a learning
ratio of 4, the same sequence was produced, but this was
due to the rapid cessation of learning as the striatal
weights rapidly adjusted and the error went to zero

before many of the STN to GP weights had achieved
their correct values. Diminishing the degree of inhibitory
override, by decreasing a to 1, resulted in maximal acti-
vation of all the GP units during training because the
striatum had insuf!cient inhibition to directly select an
action. The end result, after training, was a uniform
weight matrix with all weights close to 1. With this
weight matrix, the sequence could not be produced at
all. Changing the gain (g) and bias (b) parameters, with
gains ranging from 2 to 8 and biases ranging from 0.1,
to 0.2, did not signi!cantly affect the production of
sequences; however, certain combinations of gain and
bias yielded GP activities that were subtly different.

The aforementioned sequence demonstrated how the
model learned a sequence requiring the disambiguation
of context. We also tested the model’s ability to shift
between a random sequence and a repeating 10-item
sequence. This was done, in part, to test the model on a
well-studied behavioral task of procedural learning (Will-
ingham, Nissen, & Bullemer, 1989). The model was pre-

Figure�4. Unit activities during learning the sequence 1, 2, 3, 4, 2, 5. With layers of !ve units each, activities are shown from 0 (black) to 1
(white) for striatum (STR), globus pallidus (GP), and the two subthalamic nucleus layers with short time constant (STN Short) and long time
constant (STN Long). Panel A shows the activity patterns during the initial 20 time steps of training, and Panel B shows the activity patterns af-
ter 200 time steps. Using the parameters given in Table 2, the striatum trained the globus pallidus to produce a sequence of actions. Initially,
the GP activities were low and disorganized because of minimal excitation from the STN. Subsequently, the weights, and hence the GP activi-
ties, increased except for those corresponding to the action that was actively inhibited by the striatum.
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